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Abstract

Peak cap stress amplitude is recognized as a good indicator of vulnerable plaque (VP) rupture. However, such stress evaluation strongly relies on a precise, but still lacking, knowledge of the mechanical properties exhibited by the plaque components. As a first response to this limitation, our group recently developed, in a previous theoretical study, an original approach, called iMOD (imaging modulography), which reconstructs elasticity maps (or modulograms) of atheroma plaques from the estimation of strain fields. In the present *in vitro* experimental study, conducted on polyvinyl alcohol cryogel arterial phantoms, we investigate the benefit of coupling the iMOD procedure with the acquisition of intravascular ultrasound (IVUS) measurements for detection of VP. Our results show that the combined iMOD-IVUS strategy: (1) successfully detected and quantified soft inclusion contours with high positive predictive and sensitivity values of 89.7 ± 3.9% and 81.5 ± 8.8%, respectively, (2) estimated reasonably cap thicknesses larger than ∼300 μm, but underestimated thinner caps, and (3) quantified satisfactorily Young’s modulus of hard medium (mean value of 109.7 ± 23.7 kPa instead of 145.4 ± 31.8 kPa), but overestimated the stiffness of soft inclusions (mean Young’s moduli of 31.4 ± 9.7 kPa instead of...
17.6 ± 3.4 kPa). All together, these results demonstrate a promising benefit of the new iMOD-IVUS clinical imaging method for in vivo VP detection.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The major cause of acute coronary syndrome is the result of atherosclerotic plaque rupture (Fuster et al 2005, Virmani et al 2000, Naghavi et al 2003). The thin-cap fibroatheroma (TCFA) is the precursor lesion that once ruptured, may lead to the formation of a thrombus obstructing daughter coronary branches, causing an acute syndrome and the patient death (Virmani et al 2006). Histological, biomechanical and clinical studies showed that morphological parameters identifying a vulnerable plaque (VP) include the presence of a large necrotic core and a thin fibrous cap infiltrated by macrophages, which can be further complicated by accumulated calcium nodules (Vengrenyuk et al 2006).

Several clinical imaging techniques are in development to detect VPs, including intravascular ultrasound (IVUS) (Carlier and Tanaka 2006, Rioufol et al 2002), optical coherence tomography (OCT) (Jang et al 2002, Kubo et al 2007, Tearney et al 2008), computed tomography (Fayad et al 2002), and magnetic resonance imaging (MRI) (Briley-Saebo et al 2007). However, prediction of plaque rupture based on imaging features of morphology and composition, still provide rather imprecise and insufficient predictors of risk (Loree et al 1992, Shah 1998, Ohayon et al 2008). The challenge for such vascular imaging methods is that the prediction of the coronary plaque rupture also requires a precise knowledge of the mechanical properties of the arterial wall and plaque components at any given stage of plaque growth and remodeling (Cheng et al 1993, Finet et al 2004, Ohayon et al 2001). Indeed, such knowledge may allow a precise evaluation of the TCFA peak stress amplitude, which appears to be a good biomechanical predictor of plaque rupture, based on simulation results (Loree et al 1992, Ohayon et al 2008).

Reconstruction of plaque elasticity is difficult since atherosclerotic lesions are highly heterogeneous; nevertheless, this is a challenge that has been approached by a rather large diversity of methods (Vorp et al 1995, Soualmi et al 1997, Vonesh et al 1997, Beattie et al 1998, Chandran et al 2003, Khalil et al 2006, Cimrman and Rohan 2010, Pazos et al 2010). Generally, elasticity maps (or modulograms) are computed with a priori knowledge on the strain field (or elastogram) of atheromatous plaques and used either direct (Kim et al 2004, Kanai et al 2003) or iterative approaches (Fehrenbach et al 2006, Karimi et al 2008, Baldewsing et al 2008) to minimize the error between measured and computed plaque strains.

However, we hypothesize that the main issue for improving such methods does not mostly rely on the optimization algorithm itself, but rather on the pre-conditioning of the algorithm based on the best estimation of plaque component boundaries. Following this spirit, Baldewsing et al (2006) developed an elegant parametric finite element model (PFEM) to assess modulograms of VPs. However, one major limitation of their method is the use of a superposition technique, which ignores mechanical interactions between inclusions. To overcome such limitation, our group recently proposed both an original pre-conditioning step to extract the plaque morphology and a new approach combining a dynamic watershed segmentation (DWS) method with an optimization procedure (named iMOD for imaging modulography) to highlight modulograms of atherosclerotic lesions (Le Floch et al 2009).

The complete mathematical description of iMOD, which is based on the continuum mechanics theory prescribing the strain field, can be found in the above-mentioned study.
IVUS elasticity imaging of coronary plaques

Figure 1. (A) An in vivo IVUS image and (B) real contours of this vulnerable coronary plaque with cap thickness = 119 μm and necrotic core area = 0.782 mm². Six idealized VP models were manually traced by varying the initial fibrous cap thickness (Capthick) from 59 μm to 598 μm (Capthick of plaques 1 to 7 are equal to 59, 119, 179, 239, 299, 448 and 598 μm, respectively). The necrotic core shape and area were kept the same for all plaques. f: fibrosis; nc: necrotic core.

Le Floc’h et al. 2009). However so far, iMOD has neither been tested nor validated with real IVUS data. Therefore, the present numerical and experimental study was designed to investigate performances of this new promising plaque elasticity reconstruction algorithm iMOD. We first assessed iMOD for predicting plaque vulnerability based on relevant clinical indices (such as TCFA thickness, necrotic core size and area) by using mimicked IVUS images of coronary lesions simulated with Field II. In a second step, in vitro polyvinyl alcohol cryogel (PVA-C) vascular phantom experiments were conducted with IVUS acquisitions to investigate the accuracy of modulograms. In conclusion of this study, we discuss the potential of iMOD to extract modulographic images in vivo.

2. Material and methods

2.1. Simulation of intravascular B-mode ultrasound images

2.1.1. Plaque morphology. A non-ruptured VP morphology was obtained from a patient who underwent coronary IVUS at the Lyon Cardiology Hospital (Lyon, France) after a first acute coronary syndrome with troponin I elevation. From manually segmented contours of this vulnerable plaque, six additional cross-sectional plaque morphologies were designed by varying the cap thickness from 60 μm (i.e. instable VP) to 600 μm (i.e. stable VP) (figure 1). These models were used to investigate the performance of the proposed algorithm when approximating the plaque morphology and modulogram reconstructions.
2.2. Simulation of ultrasound images

Figure 2 illustrates the method used to simulate ultrasound images. Blood, arterial wall, plaque components and non-arterial surrounding tissue were characterized by their IVUS echogenicity aspect. In our simulations, echogenicities of the different segmented regions were mimicked by varying the acoustic scattering amplitude. This amplitude was determined by a Gaussian distribution, whose standard deviation (mean equal to zero) was adjusted according to the diffusive power of each tissue (Ramirez et al. 2004). The relative acoustic scatterer amplitudes of blood, necrotic core and fibrosis were equal to 10, 15 and 60%, respectively, with an arbitrarily reference value of 100% for the relative acoustic amplitude of calcium. Scatterers were randomly distributed within each constituent of the atherosclerotic plaque. First, a pre-loading IVUS image corresponding to the initial state at an arbitrarily blood pressure was reconstructed. Then, a pressure step was applied and the resulting displacement field computed by finite element (FE) modeling was used to track the location of scatterers in the deformed configuration. A post-loading IVUS image was then generated with Field II (Jensen and Svendsen 1992) using the deformed configuration of scatterers. Since scatterers were randomly distributed, 32 distinct scatterer distributions were used to perform Field II computations to simulate ultrasound images from the 7 pairs of post- and pre-loading configurations. Thus, $7 \times 32$ pre-loaded and $7 \times 32$ post-loaded ultrasound images were simulated with Field II. The Field II open source software was modified to simulate IVUS images, as described by Fromageau (2003) and Ramirez et al. (2004). The ultrasound intravascular probe—located at the centroid of the lumen—was simulated as a single rotating piezo-electric element of 600 $\mu$m in diameter, incremented by 1.4° to obtain each simulated radio-frequency (RF) line (256 lines per image). The central emission frequency was set to 20 MHz and the echo signal was sampled at 100 MHz. Note that these values also correspond to the parameters of the IVUS acquisition system used for the in vitro phantom experiments.

2.2.1. Finite element model. Static FE computations were performed on the VP morphologies (figure 2) using the COMSOL Multiphysics software (Structural Mechanics...
Module, COMSOL, version 3.5.0.608, COMSOL Inc., Grenoble, France). Plaque geometries were meshed with approximately 15 000 6-node triangular elements. The FE models were solved under the assumption of plane strain and a blood pressure step of 0.49 kPa (or 3.7 mmHg), which corresponds to a realistic pressure gradient occurring between two successive IVUS images recorded during the systolic phase. On the external contour of the artery, free boundary condition was assumed. The fibrosis and soft necrotic core were modeled as isotropic quasi-incompressible media (Poisson’s ratio = 0.49) with Young’s moduli $E_{\text{fibrosis}} = 600$ kPa and $E_{\text{core}} = 10$ kPa, respectively (Finet et al 2004).

2.3. Experimental in vitro study with PVA-C vessel phantoms

2.3.1. Phantom preparation. The vessel phantoms were made with the PVA-C tissue-mimicking material. The stiffness of the PVA-C increases with the number of freeze-thaw cycles. The preparation protocol followed the methodology described in Fromageau et al (2007). The solution used had a concentration of 10% by weight of polyvinyl alcohol dissolved in pure water and ethanol homopolymer. The weight by weight percentage of added Sigmacell particles used as acoustic scatterers (Sigmacell Cellulose, type 50, Sigma Chemical, St Louis, MO, USA) was 3%. Solidification and polymerization of PVA-C samples were induced by one to six freezing-thawing cycles, using a specifically designed temperature-controlled chamber. A freeze-thaw rate cycle lasted 24 h, and the freeze-thaw temperature and rate of change were $\pm 20 ^\circ C$ and $\pm 0.2 ^\circ C \text{ min}^{-1}$, respectively. The durations of freeze and thaw stages were the same and equal to 3h20.

Three cylindrical vessel phantoms were made using tubes and rods of different diameters, as described in figure 3(A) of Maurice et al (2005b) (see figure 3(A) of the current study).
One homogeneous vessel phantom was made by performing one freeze-thaw cycle; for the two composite phantoms, the vessel wall experienced six freeze-thaw cycles and inclusions mimicking soft necrotic cores were filled with PVA-C before the last cycle (inclusions thus underwent one freeze-thaw cycle only). Note that the cavities of the soft necrotic cores could be filled with PVA-C by injection only after removing the corresponding parts of the mould. Heterogeneous phantoms with bad adherence at the interface of the soft inclusion with the surrounding hard material were excluded from our experiments.

2.3.2. Mechanical characterization of PVA-C media. Both linear and nonlinear mechanical behaviors of the soft and hard PVA-C media, used to fabricate vessel phantoms, were investigated. Cylindrical samples were made at the same time within the same temperature chamber, with the same PVA-C solution as the arterial phantoms with one and six freeze-thaw cycles. A Poisson’s ratio of 0.5 (i.e. incompressible medium) was considered to derive Young’s moduli of these PVA-C gel samples. The behaviors of the two PVA-C media were investigated by performing compression tests on the cylindrical samples using a dynamic mechanical testing instrument (GABO Eplexor, Ahlden, Germany, load cell of 25 N, sensor sensitivity of $10^{-4}$ at full range).

2.3.3. Experimental IVUS setup. The arterial phantoms were mounted in a circuit and quasi-statically pressurized with a water column, as shown in figure 3(B). Water temperature was stabilized at $25 \pm 1 \, ^\circ\text{C}$ before each experiment. Cross-sectional RF images were acquired at different pressure steps with an IVUS scanner (model In-Vision Gold, Volcano Therapeutics, Rancho Cordova, CA, USA) equipped with a 20 MHz IVUS catheter. RF images were digitalized at 100 MHz with an external data acquisition system (model Remora, Volcano Therapeutics). The pressure gradient step was set to 0.25 kPa (i.e. 25 mm of water height) and 0.5 kPa (i.e. 50 mm of water height) for the homogeneous and heterogeneous phantoms, respectively. For each vessel phantom, ten successive pressure gradient steps were imposed (corresponding to an increase of pressure from 0 kPa to 2.5 kPa and from 0 kPa to 5 kPa for both phantoms, respectively) to investigate how the nonlinear PVA-C behavior could be measured from successive elasticity map reconstructions.

2.4. Elasticity map reconstruction

2.4.1. Intravascular elastography. As displayed in figure 2, the Lagrangian speckle model estimator (LSME) (Maurice et al 2004) was used to compute the radial strain field of both simulated and experimental RF images. The first step of this method consisted in a local rigid registration on overlapping sub-windows (measurement windows—MWs) that allowed compensating for potential translation movements using 2D cross-correlation analysis. In a second step, a nonlinear minimization problem based on the optical flow equations was solved for each MW to assess the 2D deformation matrix (Maurice et al 2004). The radial length and circumferential width of the MWs and the step size in both directions (corresponding to radial and circumferential overlaps) were respectively fixed to 201 pixels (approximately 1.5 mm), 21 pixels (approximately 28°), 5 and 2 pixels (approximately 90% MW overlaps). Such values optimized the performances of the LSME algorithm when ultrasound data are acquired at 20 MHz with a sampling frequency of 100 MHz (Maurice et al 2007).

2.4.2. Segmentation of the luminal and external PVA-C vessel contours. The reconstructed B-mode images were segmented to detect the internal and external borders of each cross-section using an algorithm based on a fast-marching model combining region and contour
Figure 4. Schematic description of the successive reconstruction steps performed in the modulography algorithm iMOD. Modified Sumi’s transform (MST) is first used to highlight the borders of the mechanical heterogeneities based on the estimated radial strain field. A parametric finite element model (PFEM) together with an optimization procedure is used to estimate intraplaque Young’s moduli. The optimization procedure stops if the decrease of the root mean square (RMS) error becomes smaller than a given threshold value. DWS: dynamic watershed segmentation procedure.

2.4.3. Arterial wall elasticity reconstruction algorithm. Figure 4 schematizes the successive steps performed by the proposed iMOD algorithm to identify the elasticity map from the radial strain field. The theoretical framework of this method has been described earlier (Le Floc’h et al 2009). Briefly, by using a gradient elasticity approach and by extending the method of Sumi and Nakayama (1998), originally proposed under the plane stress condition, to the plane strain condition, we deduced the following function $dW$ that was proposed to extract intraplaque mechanical heterogeneities:

\[
dW = -\frac{1}{\varepsilon_{rr}} \left( \frac{\partial \varepsilon_{rr}}{\partial r} + \frac{2\varepsilon_{rr}}{r} \right) dr - \frac{1}{\varepsilon_{rr}} \frac{\partial \varepsilon_{rr}}{\partial \theta} d\theta,
\]

where $\varepsilon_{rr}$ is the local intraplaque radial strain and $(r, \theta)$ describes the polar coordinates. This equation from here on is referred to as the modified Sumi’s transform (MST).

The iMOD algorithm first consisted in computing the intraplaque spatial distribution of $dW$ amplitude, a term very sensitive to the spatial derivative of Young’s modulus. Second, based on the resulting MST-field, a DWS coupled with an optimization procedure was applied to obtain the elasticity map. The DWS procedure was applied to extract plaque mechanical heterogeneities called ‘pre-conditioning regions’. Assuming that each region had a uniform stiffness, we derived Young’s moduli of these pre-conditioning regions by running an optimization procedure that minimized the root mean squared (RMS) error between the computed radial PFEM and the estimated LSME radial strain field. The watershed (Watershed function, Imaging Tool Box, MATLAB, version 7.6., the MathWorks, Natick, MA, USA)
and minimization procedures (Optimization Lab Module, COMSOL, version 3.5, COMSOL Inc., Grenoble, France) were repeated with an increasing number of pre-conditioning regions in order to take into account smaller heterogeneity sizes. We assumed that a satisfactory solution was reached when the change of the RMS error between two successive iterations became lower than a threshold of $10^{-5}$. A sequential quadratic programming algorithm with a numerical estimation of the gradient by the adjoint method (Gill et al 2005) was used for the optimization procedure. Note that the iMOD tool involves essentially three successive algorithmic procedures, namely (i) the computation (MST algorithm) of a pseudo-gradient elasticity map called the MST-field, (ii) the segmentation procedure (DWS algorithm) that makes use of the previous step results to extract the inclusions’ contours, and finally (iii) the optimization procedure, which provides the estimated Young’s moduli of the detected inclusions and surrounding tissue.

2.4.4. Geometric and elasticity reconstruction error measures. The accuracy of the plaque inclusion segmentation procedure was investigated based on the following two indices: (1) the positive predictive value (PPV), defined as the ratio between the ‘true positive area’ and the computed area, and (2) the sensitivity value (SV), defined as the ratio between the ‘true positive area’ and the real area. The ‘true positive area’ is the intersection between real and computed areas (Levner and Zhang2007). Note that if the PPV and SV values are both equal to 100%, then the segmentation process reproduces the real contours. We also calculated the cap thickness (Capthick) and the necrotic core area (Corearea), which are important clinical indicators of plaque vulnerability.

For the in vitro study, the real cap thicknesses and inclusion areas of vessel phantoms were measured on five cross-sectional samples ($n = 5$) obtained by cutting, with a microtome equipped with a vibrating blade (HM 650 V Vibration Microtome, MICROM International GmbH, Robert-Bosch-Str. 49, D-69190 Walldorf); each IVUS explored PVA-C vessel segment in thin slices of 500 μm thickness. The mean cap thickness and the mean soft inclusion area values were used as reference outlines to compute the real Capthick and the real Corearea metrics. However, the shape of the inclusions depends on the internal pressure applied to the vessel phantoms. Therefore, the reference outlines required for computing the PPV and SV index values cannot be extracted from the unloaded configuration of the cross-sectional samples. As an alternative, we took advantage of the high echogenicity gradient amplitude exhibited between one cycle (soft) and six cycle (hard) PVA-C media to extract such reference inclusion contours from manual segmentations of IVUS images.

3. Results

As illustrated earlier in figure 4, the iMOD algorithm iterates to define $n$ pre-conditioning regions with specific mechanical elasticity moduli, depending on the plaque characteristics. For clarity reasons, simplified Young’s modulus maps were computed by grouping together neighboring pre-conditioning regions with close stiffnesses. When applicable, for all plotted simplified modulograms, the mean stiffness ±1 standard deviation were determined and reported for each merged contour.

3.1. Modulogram reconstruction of vulnerable plaques using simulated ultrasound images

Figure 5 illustrates the performance of the algorithm to detect soft inclusions and estimate cap thicknesses of vulnerable plaques with distinct Capthick equal to 119, 299 and 598 μm,
respectively. For such simulations, only 5, 4 and 3 pre-conditioning regions were needed to detect the soft inclusion, respectively.

3.1.1. Validation of the segmentation procedure. Whatever the plaque considered (figure 1, plaques 1 to 7), the mean of the two segmentation performance indices PPV and SV were found to be, for the necrotic core, greater than 82.5% and 66.6%, respectively (table 1). These index values indicate a reasonable agreement between real and estimated necrotic core morphologies.

3.1.2. Quantification of cap thickness (Capthick) and core area (Corearea). Figure 6(A) shows the performance of the algorithm to estimate the Capthick of the seven vulnerable plaques considered (figure 1, plaques 1 to 7). In this evaluation, the label LSME-iMOD indicates the combined elastography and modulography method of the current study, whereas the label iMOD indicates computations realized with simulated instead of computed LSME strain fields (to determine which algorithm component LSME or iMOD contributed the most to the
Table 1. Analysis of the performance of the IVUS iMOD. Comparisons between computed and real plaque morphology indices and Young’s moduli are presented. The accuracy of the approach was investigated by using simulated (Field II study) and real (in vitro study) IVUS images. S: soft inclusion area. PPV: predictive positive value. SV: sensitivity value. SD: standard deviation.

<table>
<thead>
<tr>
<th>Field II study</th>
<th>Plaque morphology</th>
<th>Intraplaque Young’s moduli (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$S$ (mm$^2$)</td>
<td>Cap thickness ($\mu$m)</td>
</tr>
<tr>
<td></td>
<td>Computed Real PPV (%) SV (%) Computed Real Computed Real Computed Real</td>
<td></td>
</tr>
<tr>
<td>Plaque 1</td>
<td>0.637 ± 0.088 0.782 90.2 ± 2.7 73.3 ± 9.1 22 ± 17 59</td>
<td>30.1 ± 10.8 10 592 ± 25 600</td>
</tr>
<tr>
<td>Plaque 2</td>
<td>0.697 ± 0.145 0.782 87.0 ± 7.8 76.3 ± 9.2 33 ± 26 119</td>
<td>48.1 ± 22.3 10 598 ± 31 600</td>
</tr>
<tr>
<td>Plaque 3</td>
<td>0.734 ± 0.130 0.782 85.5 ± 7.5 79.2 ± 8.5 73 ± 48 179</td>
<td>60.6 ± 31.5 10 603 ± 34 600</td>
</tr>
<tr>
<td>Plaque 4</td>
<td>0.709 ± 0.162 0.782 84.0 ± 9.0 74.4 ± 9.9 89 ± 82 239</td>
<td>69.0 ± 33.4 10 611 ± 37 600</td>
</tr>
<tr>
<td>Plaque 5</td>
<td>0.619 ± 0.094 0.782 87.6 ± 9.2 68.7 ± 8.8 223 ± 142 299</td>
<td>47.4 ± 41.0 10 614 ± 35 600</td>
</tr>
<tr>
<td>Plaque 6</td>
<td>0.683 ± 0.172 0.782 82.5 ± 12.2 69.7 ± 9.1 429 ± 159 448</td>
<td>52.6 ± 39.9 10 604 ± 30 600</td>
</tr>
<tr>
<td>Plaque 7</td>
<td>0.620 ± 0.139 0.782 85.4 ± 9.4 66.6 ± 10.4 606 ± 192 598</td>
<td>38.7 ± 40.4 10 604 ± 28 600</td>
</tr>
<tr>
<td>Mean ± SD</td>
<td>0.671 ± 0.140 0.782 86.0 ± 8.9 72.6 ± 10.1  –  –</td>
<td>49.5 ± 34.7 10 603.8 ± 31.9 600</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>In vitro study</th>
<th>Phantom 1</th>
<th>Phantom 2</th>
<th>Phantom 3</th>
<th>Core 1</th>
<th>Core 2</th>
<th>Mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>– 9.6 ± 0.18</td>
<td>4.70 ± 0.15</td>
<td>85.7 ± 3.3</td>
<td>92.3 ± 1.7</td>
<td>133 ± 67</td>
<td>281 ± 21</td>
</tr>
<tr>
<td></td>
<td>5.13 ± 0.12</td>
<td>4.70 ± 0.15</td>
<td>85.7 ± 3.3</td>
<td>92.3 ± 1.7</td>
<td>133 ± 67</td>
<td>281 ± 21</td>
</tr>
<tr>
<td></td>
<td>5.16 ± 0.19</td>
<td>6.39 ± 0.38</td>
<td>91.9 ± 1.4</td>
<td>73.7 ± 5.9</td>
<td>134 ± 50</td>
<td>238 ± 29</td>
</tr>
<tr>
<td></td>
<td>6.75 ± 0.35</td>
<td>7.81 ± 0.12</td>
<td>91.9 ± 2.7</td>
<td>78.7 ± 2.0</td>
<td>629 ± 103</td>
<td>612 ± 22</td>
</tr>
<tr>
<td>Mean ± SD</td>
<td>– 9.6 ± 0.18</td>
<td>4.70 ± 0.15</td>
<td>85.7 ± 3.3</td>
<td>92.3 ± 1.7</td>
<td>133 ± 67</td>
<td>281 ± 21</td>
</tr>
</tbody>
</table>

In vitro study: Phantom 1, Phantom 2, Phantom 3, Core 1, Core 2
3.1.3. Accuracy of computed modulograms. While Young’s modulus of the fibrosis was reasonably identified (mean value of 603.8 ± 31.9 kPa instead of 600 kPa, table 1), the stiffness of the soft inclusion was overestimated (mean value of 49.5 ± 34.7 kPa instead of 10 kPa, table 1).

3.2. Modulogram reconstructions of PVA-C phantoms mimicking vulnerable plaques

Except when it is mentioned, each computed value was derived from the analysis conducted on the whole set of cross-sectional IVUS images acquired at each pressure step (ten pressure steps) and therefore represents the mean value ± one standard deviation derived from these ten computations. Figure 7 exemplifies the performance of the combined LSME-iMOD algorithm to detect the morphology of the three PVA-C vessel phantoms mimicking a healthy vessel and vulnerable plaques. Elastograms (LSME radial strains), elasticity gradient fields (MST) and Young’s modulus maps (modulograms) are presented.

3.2.1. Validation of the segmentation procedure. The accuracy of the segmentation was investigated on the basis of the three resulting inclusion contours computed for vessel phantoms 2 and 3 (figure 7). For both plaques, contours were estimated accurately since their positive
Figure 7. Performance of the LSME-iMOD method to detect soft inclusions using experimental IVUS images acquired on the three PVA-C phantoms presented in figure 3. Column 1: IVUS images; column 2: estimated radial strain fields obtained by using the Lagrangian speckle model estimator (LSME). Such strain fields result from pressure loading of 0.25, 3.5 and 4 kPa, for phantoms 1, 2 and 3, respectively; column 3: spatial pseudo-gradient elasticity field resulting from the modified Sumi’s transform (MST) procedure; column 4: evolution of Young’s modulus (YM) map obtained during the iterative procedure; column 5: final Young’s modulus maps and resulting estimations of cap thicknesses (Capthick) and necrotic cores areas (Core area). In parentheses are given the real values measured by histomorphometry (gold standard values).

PPV and SV mean values were found larger than 85.7% and 73.7%, respectively (table 1). Such results indicate that the Core area were satisfactorily estimated by this algorithm.

3.2.2. Quantification of the cap thickness (Cap thick). For experiments performed with phantom 2, the Cap thick was $133 \pm 67 \, \mu m$ (recall that figure 7 is one example with Cap thick = 197 \, \mu m) whereas the measured mean reference Cap thick equals 281 \pm 21 \, \mu m. For the first and second soft inclusions of phantom 3, the mean Cap thick were estimated at $134 \pm 50 \, \mu m$ and $629 \pm 103 \, \mu m$ while the measured mean references Cap thick were $238 \pm 29 \, \mu m$ and $612 \pm 22 \, \mu m$, respectively (table 1). Our results thus show that the segmentation procedure underestimates (by a factor close to 2) the fibrous cap thickness for vulnerable plaques with Cap thick smaller than approximately 300 \, \mu m (note that similar conclusions had been derived from the simulation study).
3.2.3. Performance of the algorithm to characterize healthy vessels. The elasticity reconstruction performed on the homogeneous phantom 1, at the first pressure step, is presented in the top panel of figure 7. As expected at small pressure loading (i.e. under small strain solicitations), a quasi-uniform spatial Young’s modulus distribution was found with a mean value of 28.7 ± 2.5 kPa. Moreover, the algorithm successfully reconstructed the elasticity maps with an optimum number of unknown Young’s moduli of 4.

3.2.4. Performance of the algorithm to characterize complex vulnerable plaques. The IVUS elastograms and modulograms of the two complex phantoms mimicking vulnerable plaques were also successfully estimated (see figure 7, phantoms 2 and 3 for typical examples). For each pressure step, the combined LSME-iMOD procedure was able to detect the soft inclusions with a small number of pre-conditioning regions typically of 4 and 7 on average for phantoms 2 and 3, respectively.

3.2.5. Accuracy of computed modulograms: linear behavior. Comparisons between mean experimental values (measured with DMA at small strain amplitude < 2%) and computed Young’s moduli for the one-cycle (soft material) and six-cycle (hard material) PVA-C media are presented in figure 8(A). Such comparisons were conducted by averaging computed Young’s moduli of each medium (i.e. one cycle soft and six cycle hard) by considering only the first five modulograms obtained for each phantom. Based on paired t-tests (SigmaStat 3.5), DMA and modulography Young’s moduli differed for both gels (p < 0.05). Note that only the first five pressure steps were considered to ensure small strain condition. The LSME-iMOD algorithm overestimated Young’s moduli of soft inclusions (31.4 ± 9.7 kPa instead of 17.6 ± 3.4 kPa) and underestimated Young’s moduli of the stiffer gel with a relative error close to −25% (109.7 ± 23.7 kPa instead of 145.4 ± 30.8 kPa).

3.2.6. Effect of the nonlinear mechanical behavior of PVA-C on modulograms. Because the mechanical properties of PVA-C media are nonlinear (see the DMA results in figure 8(B)), we
investigated the potential of the LSME-iMOD algorithm to sense the strain hardening of the gel by taking advantage of the series of cross-sectional IVUS images acquired for the three phantoms at each pressure step. Figure 9 summarizes the elasticity maps found for phantoms 1, 2 and 3. These modulograms were computed by considering the ten available sets of two successive IVUS images acquired during the pressure loading period. We quantified the increase of Young’s moduli with strain from all computed modulograms presented in figure 9. For each phantom, we grouped all material points with regard to their strain amplitude. Six groups with 2% strain interval ranging approximately from 0% to 12% were considered and corresponding mean Young’s moduli $\pm$ 1 standard deviations were computed (figure 10). The six-cycle hard medium of phantom 3, mimicking a VP with two soft inclusions, highlighted the strongest strain hardening effect with mean Young’s moduli increasing from $114.7 \pm 38.5$ kPa for small strain (i.e. close to 1%) to $171.7 \pm 15.3$ kPa for large strain (i.e. close to
Figure 10. Nonlinear mechanical behavior of PVA-C media. The strain hardening effect was also demonstrated by using the LSME-iMOD algorithm, at each step during the pressure loading phase. The increase of the local Young’s modulus with strain amplitude is observed for (A) the soft gel of phantom 1 and (B) the hard gel of phantoms 2 and 3.

12%) (figure 10(B)). Similar effects were also observed for phantom 1 mimicking a healthy vessel (figure 10(A)). The strain hardening was less important for phantom 2.

4. Discussion

Quantifying in vivo the mechanical properties of VP components at any given time of the remodeling process remains a major issue, as it could lead to the development of specific therapies for the prevention of acute coronary events (Libby 2001). Although intraplaque spatial strain distributions can be approximated and measured in vivo quite reasonably (de Korte et al 2002, Kim et al 2004, Wan et al 2001, Maurice et al 2005a), the determination of plaque component mechanical elasticity moduli, plaque inclusion boundaries and cap thickness remain difficult to assess for complex VP morphologies.

The main purpose of this work was to provide a robust and reliable image processing algorithm to detect and diagnose vulnerable plaques following an IVUS exam. Our original PFEM modulography approach, combining the strain estimator model LSME, the MST and the dynamic segmentation procedure (DSW), was successfully tested using both simulated and real IVUS images of plaque morphologies mimicking atherosclerotic lipid-rich lesions. The in vitro experiment conducted with a clinical IVUS acquisition system and performed on PVA-C arterial phantoms highlighted the potential and the robustness of the whole IVUS measurement procedure proposed to detect complex vulnerable plaques.

4.1. Necessity to use a priori information

It is essential to introduce a priori information to constrain the resolution of the inverse problem so that a unique elasticity reconstruction map solution could be extracted from the knowledge of the radial strain field (Baldewsing et al 2005, Barbone and Bamber 2002). By using a FE method and by performing a sensitivity analysis of the displacement field with regard to the mechanical properties of the FEs, Chandran et al (2003) identified equi-rigidity regions...
before their iterative procedure in order to constrain their optimization algorithm. Other groups (Beattie et al 1998, Khalil et al 2006, Karimi et al 2008) extracted plaque morphology from direct segmentation of medical images. An interesting method using adaptive Bezier curves was developed by Baldewsing et al (2006) to take into account complex necrotic core geometries. Despite its robustness when applied to plaques with a unique inclusion, this approach would likely not be accurate enough to extract the elasticity map of a plaque embedding heterogeneous mechanical inclusions such as neighboring necrotic cores and/or calcium inclusions, thus preventing a good diagnosis of plaque vulnerability. More recently, Li et al (2008) developed a new PFEM driven by a split and merge iterative segmentation procedure. In their approach, the axial strain field was used to constrain the inverse problem by segmenting/merging the whole domain in regions so that the inverse problem becomes mathematically well defined to obtain a unique modulogram solution. Despite its robustness when applied to cancer tumor detection, this PFEM would have some limitations when applied to VP elasticity reconstruction. Indeed in the case of atherosclerotic plaques and due to the natural strain decay occurring from the lumen to the adventitia, this method would not be efficient enough to highlight accurately the plaque morphology and more particularly plaque heterogeneities far from the lumen. The strain decay phenomenon is illustrated in figure 5: the necrotic core with a predefined Young’s modulus produced different strain fields depending on its relative position with respect to the vessel lumen. The same phenomenon can also be seen experimentally for phantoms 2 and 3 in figure 7.

Following the spirit of Baldewsing et al (2008) and Li et al (2008), we successfully designed an original PFEM which constrains automatically and dynamically the inverse problem by progressively detecting and characterizing the mechanical properties of all plaque constituents. With regard to previous approaches, four major advantages can be stated. Our PFEM (1) highlights and adjusts automatically the shapes of all plaque heterogeneities without the help of any initial contour guesses as proposed by Baldewsing et al (2006), (2) appears to be sensitive to low strain amplitude and therefore is able to detect and characterize deep intraplaque soft atheromatous cores, (3) is able to reconstruct the modulogram of heterogeneous plaques with several soft inclusions using a procedure which takes into account mechanical interactions between the different plaque heterogeneities, and (4) satisfactorily computes the modulogram of any complex plaque by considering a high number of pre-conditioning regions, if required.

4.2. Characterization of lipid-rich plaque morphologies

4.2.1. Performance of our algorithm to detect complex plaque morphologies. The MST procedure can be seen as an essential step of the iMOD algorithm since it allowed a fast reconstruction of the intraplaque elasticity map. Indeed, for the vessel phantom mimicking a healthy coronary artery and plaques with only one soft inclusion mimicking a necrotic core (figures 7 and 9, phantoms 1 and 2), the combined MST-DWS procedure was able to spatially constrain the inverse problem to a few numbers of pre-conditioning regions (close to 4). Note that for similar vulnerable plaques with a thin fibrous cap and one necrotic core, the algorithm of Baldewsing et al (2006) necessitated to guess the initial shape of the soft inclusion and moreover used approximately five additional geometric parameters to adjust the contours of the lipid inclusion. As the geometry of the necrotic core was directly and automatically identified by the MST-DWS procedure, the optimization of its shape was not necessary. In addition, our modulography algorithm iMOD appeared to be efficient in cases of plaques with two necrotic cores (figures 7 and 9, phantom 3) in which the mechanical interactions between the two inclusions were successfully taken into account. This constitutes
another major advantage of our approach since in vivo coronary plaques are expected to be often heterogeneous (Virmani et al 2000).

4.2.2. Performance of our algorithm to detect vulnerable plaques. The high values of the positive predictive and sensitivity indices obtained in the simulation and in vitro studies (table 1) demonstrate clearly that the proposed algorithm combining the strain estimator LSME, the pre-conditioning segmentation MST and the dynamic segmentation DWS procedures was reliable enough to detect simultaneously and accurately the morphologies of all plaque constituents.

As depicted in table 1 and figures 5–7, our procedure was able to estimate satisfactorily the Corearea amplitude and Capthick larger than approximately 300 μm. A good quantification of these two morphological parameters is necessary since they represent the two most important geometric indices used by cardiologists to predict plaque vulnerability (Naghavi et al 2003). By performing simulations of IVUS images with Field II, we found a mean relative Capthick error ranging from −72.3% (table 1, plaque 2) to 1.3% (table 1, plaque 7). For real IVUS images acquired in vitro, the relative Capthick error was slightly smaller (between −52.7% and 2.8%).

4.2.3. Reliability of our algorithm to reconstruct the elasticity map. By comparing Young’s moduli identified by our algorithm with those measured by the compression tests (DMA) for the soft (one-cycle) and hard (six-cycle) PVA-C media, one can appreciate the performance of the proposed algorithm to identify the elasticity of the two media (table 1). Interestingly, modulograms obtained with phantom 3 showed clearly an increase of the internal layer’s stiffness with pressure loading (see figure 9). We found that strain hardening effect was partly responsible for such variation. Indeed, experimental investigations performed on the six cycles (hard) and one cycle (soft) PVA-C media to characterize their nonlinear mechanical properties (figures 8(B) and 10) showed a significant increase of Young’s modulus with strain amplitude. Note that the nonlinear behavior of the PVA-C gel was also highlighted by other experimental studies (Mori et al 1997, Wan et al 2002, Millon et al 2006, Pazos et al 2009). Such behavior explains why layers or sites with high compressive strains could appear stiffer in our vessel phantom modulograms.

To understand the origin of the bias on the soft inclusion’s stiffness (table 1), one has to recall that the objective function implemented in the optimization procedure was computed from the experimental LSME radial strain field. Therefore, since the segmentation procedure may provide an estimated boundary between soft and stiff regions that is outside the soft inclusion contour, i.e. in the fibrous cap region, the algorithm tends to match the strain field of a rigid border with the guess of a soft material. As a global result of this boundary perturbation and kind of averaging, the soft inclusion’s stiffness could be overestimated.

4.3. Study limitations

Some limitations deserve to be pointed out at this stage of our developments, even if the present study does highlight original and potentially promising concepts for improving VP detection.

(1) The proposed algorithm underestimates the dimension of the fibrous cap for vulnerable plaques with Capthick smaller than approximately 300 μm (table 1). In spite of the fact that this underestimation may result in a safer diagnosis of plaque vulnerability (i.e. false positives) (Ohayon et al 2008), this remains a limitation with regard to the accuracy of the
technique. Such errors made on the estimation of this morphological parameter are related to the features of LSME elastograms. Indeed, when using theoretical strain elastograms, iMOD satisfactorily estimated the Cap_{thick} value with a maximum absolute error of 32.5 μm (plaques 1 to 7, see figure 6(A)). Additional studies deserve to be performed in the future to investigate and improve the bias of our LSME for plaques with thin fibrous caps.

(2) Our structural analysis was not performed in three dimensions but in two dimensions, assuming the plane strain condition. This could be a major limitation for in vivo studies, since the necrotic core length may be an important geometrical factor affecting the stability of a vulnerable plaque. However, the plane strain assumption we retained for our in vitro study is supported by considering that all manufactured phantom vessels had similar cross-sectional morphologies. Therefore, assuming a plane strain state means that we considered 3D phantom vessel geometries in which (i) neighboring cross-sectional morphologies remained similar, (ii) plaque length was large compared to the plaque radial dimension, and (iii) measurements were performed far from the vessel extremities to avoid all edge effects due to vessel attachments.

(3) Such elasticity maps could be computed with a reasonable calculation time (close to 7 min with a PC with 4 cores of 3.2 GHz each and 8 Go of RAM) as far as the number of pre-conditioning regions remained smaller than approximately 15. Nevertheless, the calculations become very time consuming for high definition reconstruction elasticity maps (close to 3 h for approximately 150 pre-conditioning regions). Therefore, more efficient mathematical optimization algorithms could be selected (Avril et al 2008, Guo et al 2008, Ou et al 2008), which would decrease significantly the calculation time.

4.4. Potential clinical implications

Acute coronary syndromes are caused by an occlusion of the lumen by thrombi detaching from the lacerated vessel wall (Fuster et al 2005). There are several major mechanisms causing plaque disruption, including plaque erosion (Fuster et al 2005, Virmani et al 2006), tissue degradation due to macrophage infiltrations (Fuster et al 2005, Koenig 2001, Naghavi et al 2003) and biological activities responsible for the cellular inflammatory reaction (Fuster et al 2005, Arroyo and Lee 1999, Tedgui and Mallat 2006). Only in vivo imaging techniques could allow a better understanding of the evolution of plaque composition and morphology during arterial remodeling and grow process. The instability of a VP is mainly caused by the large mechanical stress that will develop in the thinnest part of the fibrous cap. It has been shown that this peak cap stress amplitude—a biomechanical predictor of plaque rupture—varies exponentially not only with Cap_{thick} but also with Young’s modulus of the necrotic core (Finet et al 2004). Several animal and clinical studies conducted to analyze the structural variation in the fibrous cap and necrotic core demonstrated that statin treatment enhances plaque stability (Libby et al 2002). This shows how very slight structural changes can tilt a VP from stability to instability or vice versa. Such small changes may either ‘precipitate’ rupture or, conversely, ‘stabilize’ a vulnerable plaque. The in vivo use of the proposed LSME-iMOD imaging method may allow studying the evolution of the mechanical stability of atherosclerotic plaques. Additionally, the proposed method may allow elucidating why during the first few weeks to months of statin therapy vulnerable plaques tend to become more stable. This may likely be attributed to changes in the mechanical properties of plaque constituents, namely the hardening of the necrotic core, as suggested by FE simulations (Finet et al 2004).
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